
 Saugmann.tumblr.com

How Digitization and Social Media affects 
Internal Security 

Rune Saugmann, 
Academy of Finland Fellow 
Tampere University



 Saugmann.tumblr.com

Input - 
technological 
infrastructuring 
of security 
debate

Security debate

Recommendation 
algorithms

Visual social 
media Output - 

technological 
implementation 
of security

Security decisions

Computer vision 

AI in administration

How Digitization and Social Media affects 
Internal Security input and output

security



 Saugmann.tumblr.com

Input to security: 
Digital video in security and world politics

Timeline: saugmann.tumblr.com

War and Propaganda

1991

2001

After 2007

News and fake news

Popular mobilization

http://timemapper.okfnlabs.org/runedyret/video-events-in-world-politics-timeline
http://saugmann.tumblr.com/video_events_in_world_politics


 Saugmann.tumblr.com

Input to security: 
- Images lead to “reality bias”, 
- Social media edits and filters reality by 

powerful recommendation algorithms 
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Input to 
security:
 
Facebook leaks of 
internal research 
(2021)

-> conflict and 
conspiracy bias 
in the media 
citizens use to 
talk to each 
other
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Input to security recap: 
QUESTIONS TO THINK ABOUT

● ‘Reality bias’- images seem to show reality unmediated
● Conflict bias - social media promotes conflict

● What can you do to work proactively with  reality and 
conflict biases in our visual / social media?

a. If you are a frontline worker, working 
directly with citizens

b. What can we do as a society? 
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1991

Output from security politics: 

AI, computer vision and everyday security 
decision-making 

Automation bias - trusting 
machines more than 
warranted 
(Bruner & Tagiuri 1954)
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1991

Output from security politics: 

AI, computer vision and everyday security 
decision-making 

Training database is the foundation of computer 
vision
- Has labelled data (images with descriptions)
- Becomes ‘ground truth’ for AI learning
- Difficult and expensive 
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Su, Vargas & Sakurai (2018):
One-pixel-attacks 

Adversarial attacks (Xie et al 
2018):

     

“The success of adversarial attacks 
leads to security threats in 
real-world applications of 
convolutional networks, but equally 
importantly, it demonstrates that 
these networks perform computations 
that are dramatically different 
from those in human brains.” 

 

Output from security politics: 
Strange results in computer vision (adversarial 
attacks)
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Output from security politics: 
Strange results in computer vision (adversarial 
attacks)
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Output from security politics: 
Bias in practice (experiment with Google Vision 
AI) 
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Different degrees of 
confidence often reflect 
systematic biases shown to 
be racialised, gendered, 
culturally dependent. 

Is equal treatment 
possible?

Output from security politics: 
Bias in practice (experiment with Google Vision 
AI) 
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Output from security recap: 
KEY POINTS, QUESTIONS TO THINK 
ABOUT

● Automation bias - social media promotes conflict
● ‘Reality bias’ continues - images seem to show reality 

unmediated, also with computer vison
● Racial and minority bias - technologies work best on 

majority population (representatin in training data)

- Potential equality before the state/law problems!

Q1: If you are a frontline worker, working directly 
with citizens, how can you remember and counter-act 
biases (against minorities, in favour of tech)? 

Q2: The state: How can we test, evaluate, counteract 
technological biases? 
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